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ABSTRACT:

The first fully autonomous deep-space navigation sys!ein
ever implemented is planned to guide the New Millenw nov v o1
Deep Space-1 mission to an asteroid and comet begin t nniy in
mid-1998. This system is based to a Jlarge exie) it on
Optical Navigation (OPNAV) technology developed forthie
NASA/JPL interplanetary exploration probes Voyasersnd
Gulileo. This paper describes the structure and algot ith 1 ni:
content of the Autonomous OPNAV system. The Systern
has several major autonomous functions: pictiire ple nning.,
image analysis, orbit determination, maneuve 1 desigys # el
general interaction with other onboardautoncmius
systems. New algorithms and processes have been
developed to navigate in deep-space with optical only duts,
and to process the resultant images taken from a sroal
spacecraft. Since DS-1 will use Solar Electric: Frop uls o1
(SEP) new trajectory control algorithms were developed
The prototype system has been tried on severe | niiss: or
scenarios.

INTRODUCTION:

Autonomous onboard optical navigation will be & necesse.n
component of autonomous spacecraft operations forntny
future planetary exploration missions. Bemuse of light
travel times, there are experiments and even missions that
cannot be performed or have limited data potentialunltss
autonomous navigation systems are incorporated Cloise
orbits around, or very fast flybys of, sm Ill poctly
characterized objects are examples of such missions
Reducing operational complexity and costs is another goe! of
autonomous navigation systems. In a not-teo-dists nt
future, many small robotic missions may be sitnultancou sly
exploring the solar system. To increase the efficiency of
these missions, the spacecraft themselves miusttake on
more of the responsibilities of their own mairtessance,
including navigation. Adapting many of thetechimgies
proven for optical navigation for Voyager and Galileo,the
New Millennium onboard navigation syste 1umust
autonomously plan picture sequences, per form g
analysis, estimate the trajectory and calculate t rejectory
corrections using the low-thrust Solar Electric Pr opuls1101.
system. New Millennium DS-1will be the firstplariet.: 1y
exploration mission to autonomously navigateal | miss on
phases. The engineering of such a navigation, systen: )0 -¢¢
a number of very significant challenges.

‘f'he presence of an autonomous navigation syslemont. 1¢
a spacecraft imposes cer tain requirements on the ont gitg
‘autonomous control” system, and in turn, thecapel jlities

and function of the control system will influence the
architecture of the ‘' Navigator" In fact, one of the more
iiportant developm en ts of the navigation system is the
construction of this interface. The nature of the interaction
is to balance the resource needs of the navigation system
with those of equ elly important onboard engineering and
mission science objectives. These resources include use of
the camera, slew titue, mass storage capacity, fuel use,
usc of the systein computer and total time in the sequence
of events. The amount of resources devoted to the
Navigator will ofte n translate directly into performance of
the system.

HISTORY OF OPTICAL NAVIGATION IN DEEP SPACE:
TheVoyager I encounter with Jupiter in March 1979 was
the fir st planetary mission which required optical navigation
for mission success! The science sequences were designed
assutiiing t) 1e spat eci aft position would be controlled to the
capability of the optical navigation system, a few tens of
kilotneters, wvs.theradio system capability of many
hundreds of kiloneters. One critical advantage of optical
navigation at encounter is the target relative nature of the
measut ernents. A substantial source of a priori uncertainty
in the encounter geomnetry is the target ephemeris
unc et tainty. For me uy targets this uncertainty cannot be
adequately addressed in any other way than local
obser vation provided by imaging. However, even for the gas
giant planets theru selves, the Voyager encounters made
substantial snd very important improvements in the
planetary as well as satellite ephemerides.

The tec hnigue used in the Voyager optical navigation system
was a prototype for all such systems. Images of the
Galilean satellites were taken against the background field
of sters, The diflerence between observed and expeced
imeges provided information on the relative cross-line-of-
sight positions of the spacecraft and satellites. The
principal difficulty the OPNAV system experienced was the
limited dynaniic range of the Vidicon cameras. This limited
r ange resultedin the overexposure (often severe) of the
images, reducing the accuracy of the data. For these two
encou nters the net accuracy of the OPNAV data was on the
order of .75 pixels, or 2.5 micro radians. This high-
accuracy measureimnent represented an error of only 5km
at thr ee days from clusest approach.

For theVoyager Uranus and Neptune Encounters,
improved technology .-. redesigned models and procedures,
e&nd mostimporiautly, a reduced dynamic range problem
becav se of reduced solar flux in the outer solar system ---



provided substantial improvement in the gquality of the
OPNAV analysis2:3, For these encounters the netsys tein

error was reduced to .15 and .10 pixels respectively, and
the most demanding science sequences of the Voysget
mission were achieved taking advantage of theimprove:d
OPNAV performance. So good had detection analys)s ansd
subsequent orbit analysis become by Neptune (the Voy. :gcr
mission, and the OPNAYV team in particular, hed tyy t ha t
time been responsible for discovering about two dozenniew
satellites around the Gas-Giants) that Neptunenevigsiion
strategy assumed the early discovery of a new sate llite, 1103
its subsequent critical use in navigation for the e ncour: e,
The satellite in fact was discovered “on time’ at abour 30
days from Neptune, and became an invaluable beaion
object for the encounter operations, as well as an itnpariant
science target.

Of course, none of the OPNAV process for Voyagerwas
autonomous. All image analysis was perforraed on the
ground, and the reduced optical data was combinediwith
the very high quality radio metric data. No atterupt had
been made to plan an optical data arc that could niavigsa t,
the encounters “optical-only. ” Maneuver sanealysis was
performed on the ground, with parameters integratedinta
ground-generated comnrand sequences. Even though for
the most critical trajectory correction maneuvers {31 Chi's)
this process could be accomplished in as lit tle 8s 6 hours
from the receipt of the last data to uplinkof theTCM
command, it was still a highly interactive andlsho:
intensive procedure.

The Galileo Mission inherited basically the sanic QPR AV
system as Voyager. Galileo even inherited some of the
dynamic range problem. Though the camera was equip;eil
with a CCD sensor, it was a very early device linked tc, an
8-bit analog/digital encoder. The dynamic range limnits ti tas
are somewhat ameliorated by the set-able gain of the
instrument, and the high-solar-phase of rost of the
Galilean tour pictures. Unfortunately, the loss of Galilio's
high gain antenna necessitated some dramatic changesin
OPNAV processing. The most fundamental pr oblem posedi
by the loss was a drastic reduction in the down link dats:
rate. On approach to the first planned asteroid €11 ouriter
with Gaspra, instead of the planned dozens of ajyywoch
OPNAV frames, the schedule would allow for a sneximun
of five, With normal processing such a schedulewould
have been inadequate to capture the high resolutioii,, 1z e
that were desired. A technique was devised by the (11 'N AV
team to pack the equivalent of up to a dozen imagesinto e

single exposure. Called a Single Frame Mosaic 1S}‘M)4, t his
technique will be used exlensively in the autonomous O1'h AV
system being developed for New Millennium DS 1. }ort he
Galilean satellite tour the same restrictions on tele ety
apply. For this reason a very basic automated OPRNAV
image processing capability has been developed tofly
onboard the Galileo spacecraft, This system 1uakes ust of
the predicted limb pattern of a satellite, andtheroughly
predictable satellite to star vector (usually s edictableto
within a few pixels) ‘the algorithm sear chessnewly
shuttered frame for a pattern nearly like the uplinkcd
pattern. Once the pattern ia recognized the positiciiof ¢ he
located limbs is noted (the position of the satelite iy be
Up to 200 pixels away from the predict) and the ster (an
then be located. Data from both the satellite and sian is

then down linked with a net savings of over 99 percent of
the down link r e¢lative to transmitting the entire image.
This algorithun has also found uae in the DS-1 OPNAV
system,

MISS8ION ATTRIBUTES AND REQUIREMENTS:

The I)S- 1nission plan is still under development at this
writing, but it will almost certainly be the caae that the
mission design will include a flyby of an asteroid followed by

& flyby of a comet °. A further driving mission characteristic
is that the principal means of propulsion for the spacecraft
will be Solar Electric Propulsion (SEP); and the SEP system
dominates the physical design of the spacecraft (Fig. 1).
This type of "low thrust” propulsion enables many mission
opporlunities for low- mmass spacecraft due to the very high
efficiency of ion propulsion vs. chemical (hydrazine)
propulsion. At the same time however, the navigation
problem becomes considerably more complex, and for a
deep spat e mission, unprecedented. The principal
differ ences for navigation between the two propulsion
syste ms are: 1) The rnission design process must make uae
of tools specifically tailored for dealing with SEP powered
spacecraft. 2) Controlling the spacecraft trajectory ia
performed by meeans of periodic or continual updatea to a
planned thrust profite instead of widely spaced discrete
mene uvers. 3) The dyneunic noise introduced into the
trajec tory by the SEF engine, though small, ia much larger
then any previc us "non-gravitation al® perturbations
exper ienced during the cruise portion of a deep space
mission. The latter consideration has an important
influence on the design of the estimation filter (see below).
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Fig 1. New Millenniuwen DS1 Spacecraft

The primsry emphasis of the New Millennium Program is
techrology validetion.  The intent is to demonstrate
technologies that will prove necessary or enabling for future
missions., As such, there are no overriding science
1 equir ements. Butin e useful correlation of objectives, the
nature of the validation of the navigation system is one
which would provide for the greatest science return. In
general, this will require the navigation system to achieve
high accur acy contr ol, both of the spacecraft trajectory and



of camera (spacecraft body) orientation during the
encounter periods. Requirements on trajectory control
during the cruise are much looser, and the effective
requirement is to control the trajectory to as accurates
level as necessary to achieve the encounters and mmirnrizg
fuel usage. Again, as with the mission overell, 1he
encounter geometries have not yet been finalized, ard s
the navigation system must be flexible enough to dealwitte
variety of geometries. Table ( list of NAV activitics, tirne
frame and requirements) gives a general indication of the
types of services and their constraints which navigsat or
must provide the mission.

Table 1. New Millennium DS-1 Navigation Attributesani

Requirements e

Time of Operation | Operation Accuracy
Launch + 5d Asteroid astrom-|1l mic ro-radian
etry and OD l()()_-?_()_O)_( moo

brunch + 30d Injection TrimODQ ©.1-05

and SEP Control | meterg/ses . _ .
Asteroid Enc.-5d | Target Acquisition | 12 th Magnifude
Asteroid Enc.-3d | SEP and/or Delive l; to 10k,
to Enc - Od Chem-ical cortna@dl {Conts ol te) KI]) |
Comet Enc.-20d | Acquisition, ADob] 50 mmic ra radisns
inner Coma or 1000 ki
Acquisition, OInbH} 50 microradis s
outer nucleus | or ‘260 ke
Comet Enc.-14d Acquisition, OD eff] 10 m icro jadisns
| nuclews or 10 km_

Comet Enc.-5d

CONCEPTUAL BASIS OF THE AU | ONOMOUS
NAVIGATION SYSTEM:

The system being built for New Millennium DS 1 e
complete navigation and control system. In this cast
“navigation” refers to those processes mnecessery to
determine the spacecraft position, or orbitandtocorsecl
excursions from a desired course, basedone
determination of the spacecraft position. Thereareth e
reasonably distinct regimes in which the Navig#torwil have
to operate: departure, cruise and encoutter, &t the
nature of the orbit determination (OD) and control p1 ahloras
differs somewhat in each.

Departure Phase

Potentially, if post-launch requirements were suf hicictly
demanding, the navigator could take images of the Moan
and Earth on departure and use these for trajcciory
determination very much as the Voyagers did or, appioich
to Jupiter, Saturn, Uranus and Neptune. }However, the
demands on the departure phase for DS-Ieienotsevire,
and so this process will not be necessary. Inaddition, ax
DS-1irr the first flight of a deep space autoiiomops
navigator, some early earth-based navigeation will b
performed as a validation, further obviating the raecd for
high-precision earth-moon target optical data

Cruise Phase
The cruise phase images used by the OYNAV systern a ¢

those of asteroids and stars. Though typically raaty t ers of

millions of kilometers distant from the spacectafl, these
images taken regularly and frequently provide & vciy g¢d
means of determining the spacecraft state (posit ion, velosiyy
and associated force models). Each individuslpictue

repesents a datum. Based on the ephemerides of the
I evigation target (beacon) asteroids, predicts of the star-
relative positions of the asteroids are computed, and
differe nces between these and the observed positions are
the "residusals.” Partial derivatives of the object positions
with 1 e¢spect to spacecraft position, velocity and possibly
periut bing forces are computed. Using the partials and
residuals, estitmates of these parameters are computed in

& line ar least squates filter 6 Using techniques derived
f rom the Galileo it, \age processing system, long exposure
images of astercids can give astrometry good to about a
inicro radian or 50 t¢ 100km for typical beacon asteroid
TanIgES

Yn¢ ounter Phase

The encounter phase of the mission can, and likely will be
performed with two types of optical image, those of the
destination object (tevget) with stars and images of the
target without stars. Depending on the sensitivity and
dynamic renge of the camera, it may not always be
possible to image the approach target simultaneously with a
star; the exposure required would be too long, inducing
unsacc eptable sinear, or causing the target inrage to
overexpose, Images of nearby objects saris-stars, such as
of the target, do have some value however. For DS-1, as is
typical of most spacecraft with remote sensing instruments,
the bus orientation, is controlled to a reasonable accuracy
by the attitude control system (ACS). That accuracy for
DS 1 is ahout & milli-radian, or about 100 pixels, This
corn trol accuracy is afactor of a thousand worse than the
OPNAV system cen r econstruct the pointing if stars are
present. Fortunately, the ACS with its precision star
scanner/trackes has knowledge of bus pointing good to
about 100 micro radians, or 10 pixels, At one day from
encounter (assuming a 10km/sec closing velocity) this
implies a data eccuracy of 100km, vs. Ikm for a pointing
analysis using images with stars. However at 30 minutes
from closest approach, pointing provided by the star
tiacker would produce a 2km measurement. Though
achieved too late to control the spacecraft trajectory, this
measurement acc ur acy is sufficient to control spacecraft
pointing, Both types of encounter measurements are
entered into the state estimation filter in exactly the same
manner as the cruise data.

Jrejectory Control

Throughout the mission it is necessary to perform some
measure of control to the spacecraft position. For a
conventional "chemical” [usually hydrazine) powered mission
this is accomplished by periodically performing very short
menecuvers (on the order of a few minutes) with relatively
high thrust engines (cm the order of 1 Newton for DS-1).
These con ections 1epresent small perturbations to an
otherwise ballistic trajectory, the great majority of the
crier gy of the inter planetary orbit having been imparted by
& large burn of a chemical engine, which is discarded.
These injection bur ns are typically severs] km/see in size.
The advantage of “low t},r-List” missions is that they may be
launched into interplanetary orbit with very low earth-
r elative energy on a small launch vehicle, and slowly accrue
that energy hy continual thrusting. This is made possible
by the extretnely high € flwciency of the ion drive engines.




For the NSTAR Solar Electric Propulsion systerii being floiws
on DS-1, the thrust of the engines is approxitnately 4011

Newtons, but because of the engine efficiency, tht
spacecraft carries the delta-v capability of about 3 ke se:
with only about 40 kilograms of propellant (xenon). A very
different type of mission design is necessary for & low
thrust mission7, and a very different form of "contral is
called for as well. Since the main ion engines arethrusiing
for long periods of time, this provides a means of correc ing,
errors in the trajectory. The control algorithsn to b U €3
for DS-1 takes advantage of this “continuous conttul'The
thrust arc is broken up into periods of constantthyusl
magnitude and direction interspersed with periods of
coasting. The thrust direction, magnitude andt it
parameters are established well before launch, and
constitute the mission design. The navigator will haveai
opportunity to update these parameters on a regular be s
At the time of each update, the navigator willperforsnan
orbit estimate, and compute the changes mnecessary ti:
correct any orbit dispersions by making small corection:tn
the direction and time of each thrust period.

The method used to compute these paramectersisvery
similar to that used to compute the chemical nianeuve:
parameters. Schematically the process is as follows t he
current estimated spacecraft state propagated to the ta g¢"
and differenced with the desired aim point is the targeling
error. At the specific time of a maneuver or thrustar, /-
matrix of perturbation partials, (targeting changeta«eo
function of maneuver parameters) can be cormynited. i he
inverse of this matrix times the targeting errois rep esenit..
a linear estimate of maneuver parameters. Often, wh en
the maneuvers are relatively small, and the encound et
involves little or no gravitational interaction, t »oth the c. sr
with DS- 1, such a linear estimate is adequate

THE IMAGING SYSTEMS AND IMAGE ANALYS]S
Camera Requirements

Critical to any OPNAV system are the specification s of the
camera to be used for the data taking. The requircincats
for navigation imaging are not necessarily stt #ight- for ward
to state. There is a reasonably complex inteirplay tietwien
spacecraft and camera requirements. Table 2 gives &
summary of OPNAV requirements on an imeging system
for an interplanetary optical-only navigation syste)n Qi of
the most obvious trades is aperture size (effectively thielig)at
gathering area) vs. spacecraft bus stability. Fora nuimte«
reasons (not having to do with navigation) the spac e aftvill
suffer relatively large ambient motions, up tol00micr¢
radians/see. For the currently considered came¢t «,t* =l
represents 10 pixels/sec smear rate.

Another trade-space is the field of view. Though the
narrower the field, the gr eater the potential accuracy of t he
OPNAV data, a narrower field also increases theefiectro!
smear, and makes planning and acquisition of stars ¢
difficult. The issue of sensitivity is also tightly correlated to
ambient motions, and to aperture. The ability of thecruise
imaging mode to take long exposures makes t t & naviged ot
system somewhat less dependent on absolute systern
sensitivity. However some high-accuracy enco unteiuo:ies
of operation are dependent on short unsmeared exposun eg,
and thus the system sensitivity has some influence on
overall navigation capability, The issues of sensitivity ¢11c

dynamic renge arc slso coupled. All other factors equal,
and assuming a low-noise system, a dim star may be
detec ted at a lowe 1 signallevel in a high dynamic range
syste m than with lower dynamic range system. This is
irnpor tant, because a longer exposure could overexpose the
target object with & resultant reduction in centerfinding
accuracy or destiuction of the frame due to
caraera/ele ctronic efltects.
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Luige Processing

As nientioned earlier, for the cruise portion of the mission,
the principal nieans of image processing will be the SFM
technique developed for the Galileo asteroid encounters.
This method overcomes the smearing the unresolved (star-
like) images of stars and distant asteroids. The pattern of
smearing is not pre dictable and therefore unmodelable.
Theprocess per fo1ms a multiple cross correlation between
all of the navigation objects in order to obtain their position.
Thekey concept of the SFM technique is that all object
imege s suffer tile seme distortion due to camera motion,
Eve n though the objec t images (both stars and asteroid(s))
appesar in differ ent portions of the frame, the pattern
exhibited is nearly identical. F.ach object may be used as a
pat tersifor locating each other object. Given a normalized
pattern, called a "filter”, that is composed of image
elements in a rnatiixm x n in size denoted as F, and a
sample area & M » N in size of which subset regions of m x
n dimensions are extracted, then a function Cyy can be

maximized:
g ST
S F@S, = DY F st

k=11=1
Themaxitaum of ¢jj 1epresents the position of best match
between F ancl the sari, ipleregion The details of these

algorithms are discussed elsewhere?

For encounter ope rations, the nature of the image
processing becomes quite different. Because the target
objec t eventually becomes resolved, extended exposures will
becom e inpractical because it would be essentially
impossible to find the center of the image of an extended
object which result ed fi orn extensive smearing. These short
exposure, extended image “science-like” OPNAV frames will
be anslyzed cither vsing centroiding algorithms, or using
modeling and limb fitting. These techniques are discussed

in depth elsewhere as welt®:9-

THE AUTONOMOUS OPNAV SYSTEM DESIGN:
Navigation Systein Architeeture

Fig. 2 shows the over all structure of the DS- 1 flight system
softwar e, All of the elements of the flight software exist as
separetely launch able processes. The processes
cOonununicate through an asynchronous message handling



system, As shown in the diagram, the NAV systens
comprised of 3 elements: 1) a navigation Preproce ssor, 2} s
navigation Ephemeris server, and 3) the main Nevigs to

—1 The Executive ?‘

Planner/Scheduler

Navigator

Pre-Process

[T P

—I-—- ACS

Camera

Ephemeris

Navigation
System
Fig 2: Autonomous Flight Software Architect ure

The Pre-processor's principal task is toidentify, vin
computed predictions, the navigation object sirianiewly
taken frame. Since the predictions of position can only ta
as good as the pointing control (about 500nvicro r adisris|
the preprocessor must search for the objects of intercst
This searching is performed in a method derived frointhe
Galileo onboard OPNAV data editor. A pattern of ohjec
positions is provided (the position predicts) and the rnuatneal
difference-vectors of position represent a template petle, o
The frame is scanned for regions of birightness
candidates -- which might be images or noise. These of
candidate positions is mutually difference, representing
sets of candidate patterns. These are scarched s nd
compared with the template. The candidate p)atterniwhich
compares most favorably with the template ischosenas
the anchor for a preliminary determination of positions 4
local centroiding process improves this deterininatin
Finally, the local regions around the registered positions :re
extracted and stored, allowing the spacecraft niass st ora ge
manager to release the original frame. The initiel centey
finding increases the efficiency of the subsequentcioss
correlation process.

The ephemeris server is a means for the OPNAV systento
provide the rest of the spacecraft, principally the ACS
(Attitude Control System) with ephemeris infarinetion. Ac
part of the Nav system data base are ephemerid ies of &l of
the major solar system bodies, the targetasteroidend
comet, and perhaps as many as 250 additional"be acon’
asteroids to be used as navigation targetsonly
Additionally, Nav carries a star catalog for porlions of t he
sky inclusive down to 13th magnitude, All ephetnersidies e
determined on the ground. The planetary ephemeridirs,
though very high accuracy, are not per s¢ usedtor
navigation, but to target specific events, e.g. pointiyg1lie
high gain antenna to Earth. For DS-1, planetswill nothe
used as targets, their distance and size make thenless

bene ficial than close small asteroids. However, the asteroid
ephemeridies are not nearly as accurate, with positional
enors renging from * few tens of kilometers for the largest
asteroids to several hundred for the smallest. Varying
accuracy of the beacon asteroids can be dealt with in a
number of ways. A short earth-based observations
campaigu to iruprove the asteroid ephemerides before
launch is the preferred means. Alternatively, many
different beacons c an be used in an effort to dilute or
average out the large errors of specific beacons. Another
option would allow for the estimation onboard of the beacon
asteroid ephemeris, however this is not the preferred
method as it significantly complicates the structure of the
navigator.

The Navigator

The main cornputational element of the onboard system is
the "Navigator.” Itis the program responsible for planning
the picture schedule, high precision image analysis, orbit
determination anti trajectory control; and it performs these
functions via inteyactions with the onboard autonomous
spacecraft planner snd executive, known as the “Remote
Agent " Fig. 3 shows a wry simplified functional diagram
of t h¢ Navigator, “The structure of the Navigator is basically
an event loop, ‘f he Navigator is always running, but waiting
for messages from the Planner or Executive. The planning
cycle and the major opcrations of the Navigator and the
stirnulus for theiriuvocation will be discussed below in
detail,
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1. The Planuing Cycle
For S-J, onboar d operations will be divided up into
planning cycles, The length of these cycles will vary during
differe nt phases of the mission, but will probably be about
& week long during ¢ ruise, anti be from an hour to perhaps
& few minutes long during the encounter. Fig 4 shows
schematically a plauning cycle emphasizing navigation
events, with a key given in Table 3. The Executive executes
plans generated by the Planner. When the executive nears
the end of a plan, it invokes the Planner to design the next
plan. The Planuer asks all pertinent onboard elements
vwhet their planning requests are, and applies certain
constraints and requiremments on their plans In the case of
navigation, the planiierasks the navigator to plan its
pictures within s sequence of observation windows. These
windows &1 ¢ chosen to avoid communication events and
other activities. Th e navigator responds with a list of
targets for each wit, dow, and also with a series of
specifications on th ¢ SEP engines if planning is for a
thy Listing period. Additionally, the navigator may request a
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specific maneuver, either with the chemical o1 SEb systen
if planning is for an approach phase.

e .
o1 Planning/Scheduling .

Horizon Number i |
ABCD EF GE HGI HEIJ K
Time
Fig 4: Diagrammatic Representation of a Flenning Cydle
(See Table 3 for Legend)

Table 3: Planning Cycle EventKey
A) Planner requests NAV Plan for Horizoni ===
B) End of execution of Horizon i-1 = ____
C) NAV provides picture and maneuver request
D) Start of horizon execution o
E) OPNAV observation window, several frames
F) Request for ephemeris data, NAV replies

G) Opportunity for the Navigator computation

H) Maneuver (I'CM) or SEP thrust status change

I) Plan Request and NAV response fori + 1 = _

J} End of PlanningHitmizam i

K) Sttaurtt of execution of horizon i +1

2. Picture Planning

Upon receipt of a request for planning, the Pitt u 1¢FPlaniiing
module produces a set of picture requests to be subianit e
to the planner. There are several levels of avtonomy that
the Picture Planner may use. At a minimum leve 1, alisto!
beacon asteroids as a function of time may be provideditel
the Navigator at launch. These beacons ai1echosento
maximize the information content in the frames Several
factors influence the information content: Proxiuiity t{, ! be
spacecraft (the nearer, the more in formation); biright re s
(the brighter the image the more accurate the asttoinetyy),
brightness in turn is also influenced by the sizeaydalb:do
of the asteroid, and also by the phase angle (sunasteraid

spacecraft angle); sufficient quantity and quslity of St ais
in the frame; and accuracy of the beacon ephiemer is
Higher levels of autonomy can be invoked by having the
onboard picture plannerfind optimal sets of beaion
asteroids using the aforementioned criteris ratherthan
doing this on the ground prior to launch. Given a se¢lection
by these criteria try whatever means, the plan aing process
will have clustered the best beacons togetherinseversl
“lines-of-sight” which provide the greatest coinbinedi
determination of a local instantaneous state. Arniuinnini
of two such lines-of-sight are necessary to obtainsuches
state. Typically in each OPNAV opportunity lou 1lines of

sight will be obtained with several images takeriof ¢z t,

Additionally, the navigator will tell the planneithespmrol
time over which each particular line-of-sight is usabi ¢ ‘3 15i<
is principally a function of the spacecraft- bezcor- aster vid
velocity vector. For typical cruses OPNAV piclures 1 his
period of time will be several hours. As discussedesriic
the cruise images will be long exposures, takinig adveanits g
of the spacecraft ambient motions. As such, ususlly t h ¢«
will be several stars, albeit smeared, in the frene. Fig b i~
an experimental ground simulation of such animagctaker
from JPL's Table Mountain Observatory.

For encounter operations, planning is somewhat more
difficult.  As discussed above, for images containing an
extended image of the target and a star, the exposure time
is habletobeshort, implying at most one or two stars will
he visible. Also being near the target implies that the
re letive motion of target and spacecraft will be large. The
net effect of these considerations is that the number of
oppor tunities will be small and that they will have very
short windows of opportunity, possibly only a few minutes
o1¢ven seconds. Also the primary emphasis for the Picture
Pianrier during encounter will be to locate any star of
sufflicient brightness in 8 frame with the target body, in
stark contrast to the cruise planning where the number of
stars in each frarne could be maxirnized.in either
encounter or cruise mode, the navigator replies to a
planning request with statement containing a series of
windows in which particular lines-of-sight (containing
navigation targets)are viable. Additionally, the navigator
serids the requested parameters associated with the
pictuies to be shuttered in these windows, such as exposure
titne, gain, and filter.

3. Maneuver Planning

As discussed briefly above, there are two different
cor ditions unde r which the maneuver planner needs to
operate. During continuous SEP thrusting periods the
Maneuver Planner mustmake periodic use of the currently
best- estimeated orbit to update the thrusting profile. On
approach to the target, discrete Trajectory Correction
Mancuvers (['CM’'S) must be performed to correct the
arpival point and titne toward the desired aim point. The
thrasting is perfonined in cycles. Cycles will ranges from as
long as 14 days to perthaps a half day. The cycle is
chera cterized by a fixed start time, and a narrowly
variable stop titm e. interspersed through the cycle are gaps
of SE P thrusting. These are induced by the need to take
OPNAVs, communicate with the ground, or by other events
requiring a bus pointing away from the SEP orientation, or
other wise turning SEF ofi.

Because of the aut onomous nature of the flight operations,
these "non-SEP' events can only be qualitatively
cheracterized. 1hcinission thrust profile is designed
assuniing only general knowledge about the specificity of
such events, and that as a result only a limited amount of
time IS allocatedover the thrusting arc fOr actual OperatiOn
of the SEP thrusters. For 1) S-1 it is currently assumed
that 80% of the timme during a thrust arc is available. This
20% "non-SEP alioc ation includes 6 to 10% reserved in a
block at the end of the thrusting arc. This is reserved
partly as "margin”in the sense that anomalous non-SEP
events may occur. At least one-fourth of this dedicated
not- SEP block is reserved for Navigation control.

A's Ml entioned earlier, computation of the control
patameters happens well before the actual control begins.
It the case of cruise SEY control, the time the control will
begin (i.e. themoment at which a change in status of the
SEP enigines will take) place is known to an accuracy of a
few minutes. However, since the engine thrust is low and
the control is ineffect a change in the thrust direction
and/ordur at ion of only a. few percent, and that control is
teking place in ¢1vise (as opposed to encounter) the precise




starting time is unimportant. The maneuver paitamettis
are given by

Ara ob-r
Adec|=K .| 8b-1
At Ot pighs

where 4ra and Adec are changes in the thrustdirestom
and At is the change in duration, 8be r ,8be t and Stftigh ¢
are the errors at the desired target time. K is the partials
matrix of changes in state at the encountcitimea:
function of the 3 control variables. In genera!, K musths
numerically computed by integration of the specccef:
position from the reference state to encounterusing the
nominally designed thrust profile forecast intothe futire
Force models germane to DS-1 have been added, inchidng
Solar Pressure, n-body solar-system perturbe tions, ana
model for the thrust of the ion engines. This procestis
generally iterated several times, starting with “O’ initial
values for the maneuver parameters and updating the nexi
iteration with the results of the last.

For DS-1 it is probably the case that this linest petamcies
estimation with iterations will be adequate. For othe)
missions that may involve planetary rendezvous ot osse o1
more gravitationally significant encounters, initialseaich
procedures will need to be invoked to treat seveicC no -
linearities of the encounter conditions. Computing beties
initial conditions than “O” is one approach to impraving, the
stability of the iterations. An initial guess using &l anibieri
targeting algorithm has been implemented fornonStr
portions of the trajectory, such as the appioach to
encounter.

The process described here is virtually thesanefor
discrete TCM's as for the SEP thrust corsectionis,
Additionally, discrete TCM's may be accomplished using
SEP as well, again using the same conputeational
approach. The difficulty is that the spacecraft bus, and
therefore the SEP engine cannot be pointed to &}l re gios s of
the sky because various instruments and devices with s, 11
and/or illumination constraints preclude this. However, the
direction angles of a burn required to remove trajectory
errors that are statistically induced may point irany 1egion
of the sky. This is not an uncommon situation wi! h
spacecraft, although DS-1 may be more rest ricted ttun
most in this regard. The common treatment of such &
problem, which applies to both types of thrust g {t hough
not to the same degree), is to "vectorize" thc TCM.
Vectorization is the simple decomposition of & for hidden
thrust angle and magnitude into two allowed oncs.Unlessa
very large portion of a contiguous hemisphere of the sky 1
forbidden, this worka quite well for chemical TCMs v sjiig
the analysis above and applying a simple geometyc
decomposition, The actual decomposition of theTCMs
likely to be done, not by the Navigator, but ty the A{’ &
system. This is possible due to the high thrastsheo:L
duration of chemical maneuvers. Since the burnsare
short, on the order of a few minutes, they are dynatuically
effectively simultaneous, and so the two componcnts, withz,
a small error, may be separated into two disjointperts
This process will not work for SEP control. The burn
periods are long, and might in fact, for anapproach
correction, occupy a significant portion of the r emaini tig

tinie toencounter. 7The dynamics of the problem of
vec torization become difficult and nonlinear, and make
othe) wise simple interactions with the ACS, Executive and
FPlanner/Scheduler much more complicated. As a result,
the Navigator will choose to perform SEP powered TCM's
where possible, and will requite the use of chemical TCM's
when vector ization is necessary.

After all colaputations at ¢ complete, the Maneuver Planner
willissue a command to the planner, containing the
clirect ion, execution time and duration of the requested
chemical TCM. Or, a commrrnd will be issued, making a
reque st tc, change the SEP status (e.g. a change of thrust
direction), or to perform a discrete SEP TCM. For both
types of SEP contr o}, the duration parameter is handled in
a very different ma nner then for chemical TCM's. Rather
than the ACS automatically timing the opening and shutting
of valves, the autc nomous Executive, based on the
Navigator-sujp plied paraineters, will have to command the
initializatio n of the SE P thrusting, and then begin
monitoring the accumulated thrust time. For a small TCM,
this is straightforwe rd, but for a cruise control event, the
thrusting may beinterspersed with non-thrusting  periods,
making the tracking of the accumulated time a required
& tivity of a high leve ) function like the Executive. This fact,
thatthe clock -tiin ¢ length of a maneuver cannot be
pedicted, is the prime reason for the gaps of time at the
end of each thrusti ng cycle. As the executive places more
or fewer non-SEP ¢ventsinto the arc, the clock-duration of
the burn will extend into or retreat from the nominal end-
of - thrast boundary.

4. O1bi t Determination

One ve ry immpostant aspect of the orbit determination
process as it needs be performed autonomously for DS-1 is
a ramification of the nature of the optical data compared
to Karth-based radio -metric data, Doppler data makes a
direct raeasur ement of line-of- sight velocity; ranging data
makes a direct mieasurement of line-of-sight distance.
Although these two measurements are very precise in
general, the other four dimensions of the state must be
obtsined by inference fi o1n second order signatures on the
sipgnal(suchas ducto esrth diurnal and orbital motion),
and/or1integrated over time from a previously determined
state 10 Ag such, 1adio data is very sensitive to any source
which might effect the signal. Necessarily, very precise
models of all po ssible dynamic perturbations to the
apace{ raft andearthmust be maintained, these include
very eccutate models of the performance of the SEP
engines (something which might be very difficult to obtain),
and c urrently updated models of the earth’s polar
excursions, tables of which need to be updated weekly at a
minimum. Additionally, current estimates of atmospheric
signal- delay calibrations oftenn need to be maintained.
These factors combined would imply that an autonomous
redio navigation system would be difficult to build, besides
the obvious disadvantage of requiring a (probably) coherent
ground track.

Optical date has none of the problems listed above.
Images of distant asteroids or of the target give a direct
measurement of two components of the position. With a
turn of a few tens of degrees and the image of a second
targe t, the third component is obtained. Velocity is not




obtained directly, but neither must it be infersed frean
second-order effects; simple differencing of states intisue
gives an explicit velocity measurement. The caliby ations of
the optical system are much simpler, and mosilikelynecd
be done only once with a few images of sterficles.
Although the potential power of radio data is huge (es god
as 0.1 micro radian earth-relative, giving 15k at] All
from Earth) it is this very power, requiring the ¢xttemely
accurate modeling alluded to above, which hiridersit's v e
in onboar d autonomy. In interplanetary cruise, t he (3*NAV
system may be capable of state determinations of little
better than 100km; but this is more thav adequate.
Furthermore, this much looser determination of stete
allows a much relaxed modeling standard; no & spectof t he
orbit determination is dependent upon modelin,gany
component of the spacecraft motion to a few meteys oy a
fraction of a mm/sec as is the case wit}, radio dar.
Finally, the most important advantage of opt ica!datais
that it gives target relative information. Unless the
ephemeris of the target object is perfectly known {effectively
true only for the inner planets) an OPNAV syste ra wil | hive
to exist in order to provide final approach guidance.
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patch  pata AT ——
?,%‘ﬁ,,’ff;z’ | _an j\‘—"
@r \ (tn-1) X(in)
. tn-
xan X

X(to)
Fig 6: Schematic of Data Arc Structure

The above discussion implies that the structure of &n ot
determination filter for optical data may usec stiategics
other than what might be optimal for filtering. r & dio d& s

A final but additional difference is data frequency: optica’
data arcs are sparse, with a few tens of obseivations p
week; radio data arcs may acquire many thousandsof
measurements per day. Fig 6 shows the subdivisiotiof 1he
data arc into batches over which an estimate perarme!er
set is constant. X(ty) is the spacecraft state at thestariof
the data arc, X(ty)at the start of the secondbeatch ¢t

&n is a vector of acceleration errors, representing ¢yioisin:
the modeled SEP thrust, or possibly erioisinothe
dynamic models such as solar pressure For ¢ ny
observation made at titne t within batch one, th ¢ filter
must integrate the state X(t), and the state transit.on
matrix. The later has two components, for the stateitself
dX(t)/oX(tg) and for the dynamic force paremeters

9X(t)/9X{a] ,S) where S is a vector of other forcemadils,
including solar pressure. For this observation at tiu t,
and for subsequent observations a measure mentmatyi~A
can be formed:

[ J0,
dq

80 s 'l| »

A= %(] swhere Q—OM ==-Q—O:' 0, A

dq X oy
()O/
| dJq

On is the observation vector for observation n, andis a.x1

vector, (pixel and line). The formulation of 00/dX is
decumented ClSE‘w}IC!CQ’S. g is a vector of estimable
perameters, and for batchl, q [X(to), a1,8]. A is
combined into a covariance matrix referenced to to, I'to, via
a Ub factorized orthogonalization procedure 6 an example
of which is known as the Householder transformation. To
process datea in batch 2, an additional parameter must be
added to the estimate vector, namely a2 the acceleration
ers ors for batch 2. ‘1 bus for batch 2, g2 - [X(tg),a),a2,8]
and the filter will integrate X from t1 to t2, as well as
X (1)/9X(t]) and 9X(t)/3X(a9,8). The state partials for a
time t in batch ? relative to the solve-for epoch tg and those
with respect to &) are given by:

OX(@) XD IX()
aX@,)  IOx@) oX(t)’
IX(1) X1, ) IX()
"da,  da,  IX@)

and

And n  general, for batch n, where qp -
[x(tO],‘l"?....nn- .l“,S]:

axX(1)  ox(1). X)) | and

X)) IX(t,_, ) IX(ty)
axX()  IX@, ) dX(n)_
da,  da, 9X(t,_,) "

wher¢ay, is anarbitrary thrust error vector from an
earlier batch whenal L of the data from all of the batches is
corbined into A end 1y, an estimate of the parameters
can be made:

x;a )
a [=]“,, A WAy,
S -
AVyon T Opey — Couy

where Ay is the residual vector formed as the difference
betwe en the obiservation vector O and the computed
predicted value C.w is the observation weighting matrix.
N is the total number of frames taken, and 2N is the
numaber of data (pixel and line for each). Iterations are
periormed on this solution, repeating the solution one or
more times wit}, the improved integrated ephemeris and
forc e models fr oro the previous solution. When the solution
is converged, the elements of a are not equally well
deterinined; ajis the best determined, as all of the data in
the data arc influence a measurement of @81, whereas an is
the poorest, as only the last batch has an influence on its
solution. When it beconies necessary to update the epoch
of t hesolution,a r casonable compromise must be made as
to the accuracy of the a vector. A reasonable choice is to
update the epoch state to a point half-way through the
current data arc, efiectively requiring reprocessing of half
of the dat a, but with animproved integrated spacecraft
state based on data beyond the new epoch-state. This is in




effect one finat iteration of the solution, as well as & singic
pass smoothing. To get the covariance to sturt the next
solution cycle the covariance at tp must be mappt cl
forward in time:

,
- — farz LY
I b I)q)’o 1»"()(I)‘o
where @{to,tn/2) is the state transition matrix fi o (tg to
the midpoint of the data arc. D is a de weighting mat) 1 to
allow for errors accrued due to unmodeled perium batons

The process of analyzing the accumulated picture deta,
and performing an orbit solution (Orbit Determination)is
not strongly under the control of the Executive. Itased on
timing parameters derived from ground based analyses,
the Navigator will periodically decide to performths
function. It is inefficient to perform this process aftcrevery
acquisition of drrta, computationally expensive to weaitviitil
the current state is needed for planning, and unsafctodo
so in view of the fact that some failure onbos rd mighthe
inducing errors in the data or elsewhere which would be
undetectable until after the data is processed or the si«te
determined. However, the Executive does need to belarice
competing uses of resources, in particular, C arnpiite
resources. Since both the Sequencer/Plannecran dihe
Navigator are heavily compute-intensive pi1ocesses, the
executive will notify the Navigator of an impending planyrinyg
event. This may induce the Navigator to perforim an (h it
Determination process, if there is accumulated unproces~ed
data, as well as other associated functions.

5. Failure Detection
The issue of failure detection and avoidance ir anonbo ré
autonomous system is very important, and apphestothe
Navigator as well. The principal means that the navig:to
has to detect internal or external system eiroisis by
evaluating the quality and quantity of data it receives
There are several layers of checks or “gates” throvgh which
the data passes before it finally may influeucesan o bit
solution, The first gate is the Preprocessor. As discusseil
earlier, the Preprocessor will search in areas of the fione
where objects are predicted to be, and obtaininitialyough
positions of them. If a sufficient number of objects aren't
found, or their brightness is inadequate, the P epnocessor
will flag a problem, or even flag the pictuie as
unprocessable. Such an occurrence co uldindicate
problems with the camera, the attitude conttol systern, ol
erroneous or damaged navigation data, sucheasthe
beacon-asteroid ephemeridies. The second gate is the &KM
Image Processor. If the initial determined positions are ton
far from predictions, the SFM processor will fail, indicatiog
misidentification, or anomalous orbital errors.The third
gate is to use the precision locations from the&EM
processor to determine an instantaneous steatethio agh
triangulation with another line-of-sight obseivation  The
instantaneous states when compared with the cursenttest
estimated and propagated state provide anothecic heck
Excessive differences indicate a bad "blunder point ox
other problems. Data passing the first thicc gates e nters
the filtering process. P1 e and post-fit residuals p1ovideyet
another means of removing bad data anti/c~[ indicating
chronic system problems. In all cases discussed he e,
individual bad data points are deleted, but a«cuinuletons

of bad data will indiceate larger problems which will likely be
referred to earth for diagnosis. In at least one instance
however there is action other than "Call Home” (for help)
for the Navigator to request of the Executive. This is the
case where the Planner/ Sequencer has simply not
scheduled ¢nough of the requested OPNAV pictures to
achieve adequate per fo rniance; this would have happened
if events of nominal priority have superseded navigation
frames. If this occurs, the Navigator will increase the
priority whit h it assigns to its picture requests in presenting
thein to the Planner. If as & result sufficient images are
still not obteined, the Navigator will continue to increase the
plann ed priot ities to the maximum allowed by system
des gn pararneters. At this point, if still insufficient images
a1e being obtained, the Navigator will request a "Call
Home'!

PRELIMINARY N1IMULATION RESULTS

A preiliminary version of the autonomous navigation system
has been built and tinted ss a prototype of the version to
be flown on th e DS- 1 mission. This operational version
cutrently assumes a ballistic {(non SEP) mission; the version
to inc orporate navigation of a SEP mission is still under
development.  The systern has been tested on several
mission types including an early candidate DS-1 mission
whiich used a ballistic trajectory to fly by the asteroid
Melpomene. The results of this simulation will be given
here. The purpose of the simulation is to incorporate
1 ¢ alistic ers or sources (both random and systematic) into
the “t, uth' trajectory to see how well the navigation system
prerforins.

The scenario forthe Melpomene mission starta with a
Jaunc h onFebruary, 1998 into a direct interplanetary
transfer, with the fiyby occurring approximately 11 months
later. During cruaise, there are four TCMs which take place
at Encounter (k) 293 days, E - 203 days, E - 53 days,
and ¥ - 3 days. All the TCMs are statistical in nature,
thet is, they are nominally zero and are used only to
remove the deviations of the true flight path from the
nominal. The largest of these TCMS will TCM-1 which
cleans up launch iujection ers ors. Typically, this maneuver
u ses 40 . 60 m/s of delta-v. The second, third and fourth
TCMs arc much smeller {on the order of m/s to cm/s) and
remove the effects of random rind systematic perturbations
which affect thetrajec tory. The purpose of the navigation
system is to determine the orbit based on the beacon
asteroid sightings and then compute the required maneuver
delta -v at tile appropriate times to take the spacecraft
back to its targe ted aiin point for the flyby. The aim point
is given in terms of the B-plane -- an imaginary plane
c entered on thetarget body and perpendicular to the
incoming asymptote of the trajectory. The orthogonal
coordinate systerm axes of the B-plane are B*R and Be¢T in
the plane itself, and time-of-flight (TOF) which
pei pendicular to the plane and along the asymptote.

1 he rc suits of the Melpomene simulation are ahown in Table
4, which gives the 1- sigma statistics of the OD solution
meapped to the F-plane prior to performing each of the
TCMs. The accuracy of the TCM in delivering the
spac ecraft to the target depends on the accuracy of the OD
solution and th € exccution errors in the TCM. Execution
ery o018 are roughly propor tional to the size of the maneuver




so in general, the better the OD, the more accurstethe
delivery. The final column in the table shows the aciae)
error between the estimated B-plane value and the 'ty uth’
value for a single realization of the simulation Theerrors
are for the most part, within the I-sigma unceitairtics
computed by the filter except for the solutio n far TCM -3,
which had errors in the 2-3 sigma range Althioughe
complete Monte-Carlo simulation was not pelforinedall
runs pm-formed so far have exhibited similatbehavior
The final delivery to the target at E -3 days is onthe o des
of tens of km, which is comparable to what a ground -besed
radio system can do. Beyond this stage, centioiding
techniques for extended bodies can be usecd to forihes
refine the knowledge of the flyby point to sub-kilometa

levelsS.

Table 4 DS-1 Melpomene Simulation
Mapped OD Actual ertos
uncertainties (BT x BeR X TOE)
Time to Encounter | (sigma Be R x3B«T] (kin, km, )
x TOF)
ko, km,s)
E -293 days 24,562 x 6396 x 120,7°/(1 x4193x
4743 4132
E - 203 days 2535 x 1411 x 154 x 39 % 6%
498
E - 53 days 163 x 191 x 36 [ 314 x 275 » 11+
E - 3 days 18 x 19 x 26 1x1x2 '

Another entirely different aspect of the prototy pe
Autonomous OPNAV System has been tested Whet, tle
scope of the other onboard systems becare kno was but
well before any testable prototypes were available, itv as
decided that, at a minimum, an inter in, testofthe
Navigator working with an autonomous Seq uenceiwas
necessary. Such a systein was fortunately nearly availaliie,
components of which had been developed forsequeiicing
and planning for Voyager, Galileo and Cassini: 1y, fa (,
development of the parallel simulation inlargemeasure
guided the system design of the Navigator‘l hs
autonomous Sequencer takes a very pragmatic approa),
toward onboard autonomy. Rather than trytoachicve
optimum control and efficiency at all levels of space. rift
activity, assumed bounds of time and rescutccere
allocated to all activities, Then, in a process very sindliarin
ground-based sequence planning, blocks of activilies C et
scheduled, and resource conflicts readily resolved. Though
sub-optimum, such a planner is very fast, and amensatle
to ground input and control. When combined withttiis
planner, the Navigator was able to makerequests of
images, and have them planned, receive and processthe
results, and schedule maneuvers. In the mesnwhilethie
Sequencer was able to schedule science frames using th¢
latest navigation data, and in most cases achieve aneas
optimum level of science-imaging return.
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